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Introduction 
rtificial intelligence (AI) is quickly reshaping 

governments' styles of ruling by transforming how 

public institutions generate, implement, and test 

policies. Federal and state governments in the United States 

are increasingly using AI tools to enhance service, efficiency, 

and evidence-based decision-making. Utilization of algorithmic 

systems in the public sector, however, affects transparency, 

legitimacy, and accountability concerns at the very heart of 

upholding public trust. 
It has been suggested by scholars that algorithmic decision-

making may make governance better through increased 

consistency and diminished administrative burden, but as long 

as the citizens feel that the systems are just and transparent 

(Coglianese & Lehr, 2019). There is a growing body of literature 

drawing attention to the reality that total technical 

transparency is usually impossible; rather, reasoned 

transparency focusing on legitimate justification of outcomes  
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instead of full system disclosure may be a better way to achieve public legitimacy (Elenich 

et al., 2020). This is consistent with the requirement for explainable AI, which offers 

human understandable explanations of outputs for the cost of security and usability 

limitations (Shneiderman, 2020). 

Empirical work also reveals historic divisions regarding public trust in AI regulation within 

the American context. Zhang and Dafoe (2019) pointed out that Americans are uncertain 

about AI regulation, advocating for protection mechanisms but interrogating the ability 

of institutions to impose them. This scepticism further highlights the imperative for 

analysing the influence of transparent AI systems in facilitating democratic 

governance and legitimacy within the U.S. public sector. The review used the 

Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) to 

provide rigor and replicability. A broad search on Scopus, Web of Science, JSTOR, IEEE 

Xplore, and Google Scholar, supported by policy briefs of US agencies like the Office 

of Science and Technology Policy (OSTP), National Institute of Standards and 

Technology (NIST), and Government Accountability Office (GAO) resulted in 512 

records. During the application of inclusion and exclusion criteria, 42 quality studies to 

be synthesized were identified. There are three clusters of themes overall: (i) the 

requirement for interpretable and explainable AI to foster citizen trust and policy 

legitimacy; (ii) systems of institutional accountability that strike a balance between 

risk and innovation; and (iii) mechanisms of oversight such as auditing, ethical rules, 

and governance structures that ensure responsible adoption of AI. The review picks 

up major gaps in current literature, i.e., empirical testing of algorithmic systems in 

actual policy environments and scarce citizen participation in AI governance 

mechanisms. While U.S. federal initiatives are being undertaken, e.g., the Blueprint for 

an AI Bill of Rights and NIST's AI Risk Management Framework, scaling transparency 

remains a concern. This research adds to the expanding literature on algorithmic 

governance through a systematic survey of extant knowledge, recognition of 

enduring gaps, and articulation of policy guidelines for transparent, accountable, and 

trustworthy AI systems in the U.S. public sector. Ultimately, the research asserts that 

algorithmic governance needs to draw upon technological advancements while 

protecting democratic values in order to protect fairness, legitimacy, and public trust 

in policymaking by AI. 

 

Keywords: Algorithmic governance, Artificial intelligence, Transparency, 

Accountability, Policy decision-making, public sector.   
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oversight structures beyond symbolic interventions as well as for incorporating 

permanent monitoring regimes. 

Growing evidence indicates that conventional public-sector models of accountability like 

ex-ante approval or routine audits are inadequate in meeting the challenges posed by 

more autonomous new AI systems. Schmitz, Rystrøm, and Batzner (2025) posit that 

ongoing, interdepartmental governmental measures are required to provide 

accountability and legitimacy in the deployment of agentic AI in the public sector. 

Likewise, Wu et al. (2020) underscore the embedding of auditing, risk evaluation, and 

institutional review in the organizational life cycle of AI governance. 

Taken together, the results pose a twofold challenge: U.S. public sector agencies must 

leverage the productivity and forecasting capabilities of AI while simultaneously 

integrating transparency and oversight mechanisms which uphold democratic 

accountability. It is within this framework that this research Algorithmic Governance in 

the United States Public Sector: Designing Transparent AI Systems for Policy Decision-

Making is seeking to add to the literature on how practices of transparency-by-design may 

be operationalized as a way of reconciling innovation with accountability in the policy 

decision-making process. 

 

Problem Statement 

The integration of artificial intelligence (AI) into public-sector decision-making in the 

United States presents a paradox. On the one hand, AI has the potential to increase 

efficiency, improve service delivery, and strengthen evidence-based policymaking. On the 

other, the opacity of algorithmic systems raises concerns regarding transparency, 

fairness, and accountability, which threaten to erode public trust in democratic 

institutions. Existing accountability structures in the U.S. public sector are largely 

fragmented, reactive, and sector-specific, making them ill-suited for the dynamic, 

autonomous, and data-driven nature of contemporary AI systems. Without clear 

frameworks for transparent and explainable governance, there is a risk that algorithmic 

decision-making could entrench bias, undermine legitimacy, and reduce citizens’ 

confidence in public institutions. This gap underscores the urgent need to design 

transparent AI governance systems tailored to the U.S. public-sector context. 

 

Research Questions 

1. How is algorithmic governance currently being applied in the United States public 

sector, and what are the prevailing challenges related to transparency and 

accountability? 
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2. What principles and mechanisms of transparency can be embedded into AI 

systems to enhance legitimacy in U.S. policy decision-making? 

3. How can oversight and auditing structures be re-designed to provide continuous, 

cross-departmental accountability for algorithmic decision-making in public-

sector institutions? 

4. What framework can be proposed to balance efficiency, fairness, and 

transparency in the use of AI for U.S. public policy? 

 

Objectives of the Study 

1. To examine the current state of algorithmic governance in the United States 

public sector, with emphasis on transparency and accountability challenges. 

2. To analyze how principles of transparency and explainability can be 

operationalized in AI systems used for public decision-making. 

3. To evaluate existing oversight, auditing, and risk-assessment structures in AI 

governance and their applicability in the U.S. public sector. 

4. To propose a conceptual framework for designing transparent AI systems that 

enhance accountability, legitimacy, and fairness in U.S. public policy processes. 

 

Algorithmic Governance in the Public Sector 

Algorithmic governance is spreading across the United States, applied to criminal justice, 

immigration, and welfare regimes. Algorithms are increasingly being utilized to enhance 

decision-making with the promise of efficiency and consistency but also threats of bias, 

accountability, and democratic control (Kroll et al., 2017; O'Neil, 2016). For instance, 

predictive policing in US cities has been faulted for disproportionately focusing on 

minority communities, a representation of algorithmic bias (Lum & Isaac, 2016). These 

technologies illustrate the double-sided nature of algorithmic government, where 

effectiveness is enabled at the cost of unfairness and legitimacy. 

 

Transparency and Accountability in AI Systems 

Transparency has become an essential principle in applying AI in public agencies. Burrell 

(2016) discovered that machine learning models are "black boxes" wherein citizens and 

policy makers cannot comprehend how decisions are made. To counteract this, models 

like Explainable AI (XAI) have been suggested to enhance interpretability (Doshi-Velez & 

Kim, 2017). In the US, the Government Accountability Office (GAO, 2021) published an AI 

accountability framework, with a call to federal agencies to institute means of auditing 

and oversight. These measures are to make algorithmic systems accountable to 

democratic states and civic values (Ananny & Crawford, 2018). 



 

 
AUGUST, 2025 EDITIONS. INTERNATIONAL JOURNAL OF: 

 

TIJFRMS 
 

FINANCIAL RESEARCH & MGT. SCIENCE VOL. 9 

202 

E-ISSN 3027-2866 
P-ISSN 3027-1495 

Governance Frameworks and Ethical Considerations 

The American government has moved with deliberate measures towards the codification 

of governance frameworks of AI. The White House Office of Science and Technology 

Policy (OSTP, 2022) published the Blueprint for an AI Bill of Rights, which focuses on 

transparency, fairness, and privacy in AI-driven decision-making. Likewise, the National 

Institute of Standards and Technology (NIST, 2023) came up with the AI Risk Management 

Framework to facilitate accountable use of AI across industries. Scholarly authors point 

out that besides technical protection, algorithmic systems must also adhere to ethical and 

social principles. Eubanks (2018), for instance, chronicled how algorithmic systems of 

welfare increase inequality and require human-centric regulation. 

Citizen Trust and Public Perceptions 

Citizens' public trust remains at the forefront of algorithmic governance legitimacy. 

Young, Bullock, and Lecy (2019) worked on research that showed that the embrace of AI 

use within government is not solely based on algorithmic efficiency but also on 

perceptions regarding fairness, transparency, and accountability. Likewise, Wirtz, 

Weyerer, and Geyer (2020) posited that effective AI governance is about finding 

equilibrium between technological efficiency and democratic values to achieve public 

confidence. In the absence of such measures, algorithmic systems are exposed to public 

backlash and diminished legitimacy (Zarsky, 2016). 

 

Artificial Intelligence (AI) 

Artificial Intelligence is the replication of intelligent human processes through machine, 

specifically computer systems, to make them capable of performing tasks like reasoning, 

learning, problem-solving, and decision-making (Russell & Norvig, 2020). Public policy 

utilizes AI to leverage big data, predict trends, and aid in decision-making. 

2. Transparency 

Transparency in AI is the degree to which the internal workings, decision-making, and 

outcomes of an AI system are understandable, reviewed, and trusted by stakeholders 

(Ananny & Crawford, 2018). It guarantees explainable and accountable decision-making 

in policy. 

3. Explainability 

Explainability is the capacity of an AI system to produce comprehensible explanations or 

justifications of its outputs, specifically to non-experts (Doshi-Velez & Kim, 2017). At the 

policy-making level, explainability makes sure that policymakers and citizens are able to 

view why an algorithm generated a specific decision. 
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4. Interpretability 

Interpretability refers to how much it is possible for a human to be capable of accurately 

predicting and understanding an AI model's action based on its construction and outputs 

(Lipton, 2018). It is similar to explainability but is focused more on transparent design and 

function and less on post-facto justification. 

5. Algorithmic Accountability 

Algorithmic accountability refers to the obligation of developers, institutions, and 

policymakers to have algorithms designed, deployed, and tested in an ethical, legal, and 

socially responsible manner (Kroll et al., 2017). This is the core idea in AI regulation when 

being used in government decision-making. 

6. Policy Decision-Making 

Policy decision-making is the process, systematic or routine, through which government 

officials review information, weigh alternatives, and decide how to respond to social 

issues (Howlett & Ramesh, 2003). The integration of AI into policy decision-making raises 

its legitimacy, ethics, and governance. 

7. Participatory Transparency 

Participatory transparency is about engaging stakeholders particularly citizens directly in 

reviewing, designing, and auditing AI systems so decisions are not merely explainable but 

co-created and trusted (Ada Lovelace Institute, 2024). 

8. Algorithmic Auditing 

 

Algorithmic auditing refers to the systematic testing of artificial intelligence systems for 

detecting biases, bugs, and side effects, usually done internally or by self-governing third 

parties (Raji et al., 2020). Algorithmic auditing promotes transparency as AI systems are 

subjected to social and ethical standards. 

Governance of, with and by AI It is clear then that policymakers face a difficult dilemma: 

the obligation to protect citizens from potential algorithmic harms is at odds with the 

temptation to increase efficiency and enhance the quality of digital services.34 The 

challenge they face is two-fold: to govern AI, algorithms and related automated 

processes, and govern with and by AI, using algorithms and computerised methods and 

systems to enhance and improve public services. Governance of AI Like with any 

technological innovation, introducing AI into the public sector is not a straightforward 

process. It must not override existing governance mechanisms and institutions. There are 

the traditional technological, legal and regulatory barriers to address as well as ethical and 

social concerns. Furthermore, other factors such as long-term investments, skills and 

capacities, perceived value, and the sustainability and difficulties faced in the 

development of basic digital government operations and services, also relate to AI. This 
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means the type of governance “of AI” adopted is critical and not so easy to determine 

upfront. Merging of enormous amounts of data with powerful machine learning 

algorithms is what currently drives the development of AI. Therefore, it is impossible to 

talk about governance of AI without first looking at existing data regulatory regimes and 

practices. It would be logical to establish AI governance as an extension of data protection 

and competition regulation. Unfortunately, however, the current attitude towards AI is 

driven by the narrative of exceptionalism, AI is perceived with AI as a new phenomenon 

that lies outside existing policies and laws. This means governments must first develop a 

better understanding of the governance mechanisms and regulatory implications that are 

changing the way that public and private sector organisations operate, as well as the 

impact they have on citizens’ rights. Only then will they be in a position to explore the 

innovative uses of technologies governments feel they need. The SyRi and Gladsaxe 

cases, presented in section four of this whitepaper, illustrate this point further. 

According to Adewumi Sunday Adepoju, & Confidence Adimchi Chinonyerem. (2025) 

“Institutional and Regulatory Preparedness in the United States the U.S. has started 

countering these risks through changes in regulation systems and institutional reform.  

Cobbe and Singh (2024) add that internal AI ethics boards and algorithmic impact 

assessments are becoming the norm in public sector AI uses. Interdisciplinary teams are, 

in most federal agencies, established to review AI systems prior   to   introducing   them   

into   oversight   work   for   purposes   of   compliance   with constitutional and 

administrative law principles (Metcalf, et al., 2023). In addition, increased demand for AI 

literacy and training of public officials exists. Analysis contends that giving monitoring 

personnel the capability to interpret and respond to AI outputs is critical in the effort to 

ensure human accountability (Howard & Borenstein, 2024). The regulatory environment-

making driven by guidance from overseers such as the Office of Management and Budget 

(OMB) and interagency working groups opens the door to bridging innovation with legal 

and ethical requirements. 

 

Research Design 

Systematic literature review (SLR) was used in conducting the study of algorithmic 

governance in AI-driven policy decision-making in the United States public sector, 

focusing on transparency, accountability, and oversight. An SLR was used since it 

supports the consolidation of knowledge from the interrelated fields of computer 

science, public administration, law, and ethics, thus providing an expansive overview of 

the study topic. The review also adhered to the Preferred Reporting Items for Systematic 

Reviews and Meta-Analyses (PRISMA) guideline to ensure transparency, replicability, and 

rigor. 
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Data Sources and Search Strategy Relevant literature was thoroughly searched on 

Scopus, Web of Science, JSTOR, IEEE Xplore, and Google Scholar. Other papers were 

obtained from the White House Office of Science and Technology Policy (OSTP), the 

National Institute of Standards and Technology (NIST), and the U.S. Government 

Accountability Office (GAO) to make sure that policy-relevant content is covered. 

The search strategy utilized Boolean operators and thoughtfully chosen keywords, such 

as ("algorithmic governance" OR "AI governance") AND "public sector" AND ("United 

States" OR "U.S."). ("transparency" OR "explainable AI" OR "accountability") AND 

("policy decision-making"). ("oversight" OR "auditing" OR "risk management") AND 

("artificial intelligence") 

Through this method, there was an extensive coverage of applied studies and theoretical 

work. Inclusion and Exclusion Criteria 

Inclusion criteria:2015–2025 articles: Peer-reviewed journal articles, conference papers, 

and official US government/policy documents. Studies investigating transparency, 

accountability, oversight, or legitimacy in AI systems. Studies on the U.S. public sector, or 

comparative research with U.S. orientation. 

Exclusion criteria: Technical AI studies unrelated to governance or policy issues. 

Non-English language articles. Opinion columns or editorials that are not based on 

empirical or theoretical content. Screening and Selection Process 

A total of 512 records were returned in the initial database search. After 132 duplicates 

were removed, 380 unique records were left. Titles and abstracts were screened with 

inclusion criteria to narrow down the sample for full-text review to 97 studies. During the 

process of evaluating for eligibility, 55 studies were excluded due to a lack of focus on the 

U.S. context or addressing transparency/accountability. 42 studies ended up being 

included in the final synthesis. The selection process involved the PRISMA systematic 

inclusion process and reason for exclusion. The process is given below: Identification: 512 

records recovered from repositories and databases. Deduplication: 132 duplicate records 

excluded. 

Screening: 380 titles and abstracts screened, and 97 studies identified as eligible. 

Eligibility: 97 full-text studies reviewed; 55 excluded on grounds. Inclusion: 42 studies 

included for final analysis. 

This systematic approach increased validity and transparency of the review so that only 

quality and pertinent contributions were synthesized. 

Data Extraction and Analysis. Coding framework was used to extract data on: 

Bibliographic information (year, author, publication source). Governance matters under 

inquiry (transparency, accountability, oversight, trust). Method (empirical, theoretical, 

comparative). Salient findings and policy recommendations. 
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The data were thematically analyzed to discover patterns, inconsistencies, and 

conclusions emerging. Particular emphasis was given to explainability, legitimacy, 

oversight, auditing habits, and public trust in algorithmic governance. 

 

Validity and Reliability 

The research used the below methods to improve rigor: Triangulation of data from more 

than one database and policy documents. 

Limitation to policy-specific and peer-reviewed texts only. Documentation to PRISMA 

standards. Both divergent and convergent perspectives being considered to reduce bias 

and increase analytical power. 

 

Result  

Overview of Included Studies 

There were 42 included studies in the final synthesis. The reviewed studies range from 

2015 to 2025 and cross a wide range of disciplines ranging from computer science, law, 

ethics, and public administration. The studies were primarily aimed at transparency and 

accountability in algorithmic decision-making with a smaller percentage dealing with 

oversight mechanisms and trust between citizens. 

Table 1.  shows the Algorithmic governance research in the United States has expanded 

over the past five years, peaking during the 2021-2023 period. That is evidence of policy 

initiative under the Biden administration and the release in 2023 of NIST's AI Risk 

Management Framework. 

 

Table 1 Distribution of studies by publication year 2015- 2025 

Column1 Column2 

Year Number of Studies 

2015–2017 5 

2018–2020 12 

2021–2023 17 

2024–2025 8 

Total 42 
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Figure 1: distribution of studies by publication. 

 

Table 2: This that Most of the work consists of empirical studies, reflecting a move away 

from theoretical discourse towards tangible assessments of regulation of AI in public 

institutions. Comparative studies bring out the difference between U.S. practice and the 

EU and Canada. 

Methodology Type Number of Studies Percentage (%) 

Theoretical/Conceptual 14 33.30% 

Empirical (case studies, surveys) 18 42.90% 

Comparative (U.S. with other countries) 10 23.80% 
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Total 42 100% 

 
Figure 2: distribution of studies by methodological Orientation 

 

Table 3 shows that Transparency is still at the forefront of the theme, commonly 

addressed by "explainable AI" techniques. Responsibility is also key, with controversy 

surrounding liability for automated decision. Oversight structures, less common, are 

beginning to appear in more recent research, whereas citizen trust has been investigated 

less but more and more is acknowledged as central to democratic legitimacy. 

 

 Table 3:  Thematic Focus of Included Studies 

Theme Number of Studies Percentage (%) 

Transparency & Explainability 16 38.10% 

Accountability & Responsibility 11 26.20% 

Oversight & Auditing Mechanisms 9 21.40% 

Citizen Trust & Legitimacy 6 14.30% 

Distribution of Studies by Methodological 
Orientation

Theoretical/Conceptual Empirical (case studies, surveys)

Comparative (U.S. with other countries) Total
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Total 42 100% 

 

 
Figure 3:  Thematic focus of included studies  

 

The criminal justice use (risk assessment, predictive policing) is the most prevalent in the 

literature, followed by social welfare algorithms (eligibility determination, fraud 

detection). Immigration, healthcare, and employment uses are also major areas of 

interest, tending to loom over potential worries about fairness and bias. 

Public Sector Domain Number of Studies 

Criminal Justice & Policing 12 

Social Welfare & Benefits 9 

Immigration & Border Control 7 

Healthcare Regulation 6 

Employment & Labor 4 

Other (taxation, education, procurement) 4 

Total 42 



 

 
AUGUST, 2025 EDITIONS. INTERNATIONAL JOURNAL OF: 

 

TIJFRMS 
 

FINANCIAL RESEARCH & MGT. SCIENCE VOL. 9 

210 

E-ISSN 3027-2866 
P-ISSN 3027-1495 

Figure 4:  Sectoral distribution of US public sector application. 

Discussion 

This analysis has unearthed an intricate dynamic of promise and menace in the use of AI 

within the US public sector: 

Greater efficiency against threats to transparency. AI algorithms provide enhanced 

consistency and evidence-based policymaking in sectors such as criminal justice and social 

services (Levy et al., 2021). Nonetheless, their opaque nature disqualifies them from 

democratic accountability (Burrell, 2016). 

Institutional shortcomings hang a shadow over human surveillance. Green (2021) points 

to the shortcomings of policy-based human surveillance and its ability to hide behind 

systemic algorithmic faults and penalize erroneous systems. Institutional-level 

surveillance with democratic oversight of review is put forward as the preferable 

alternative. 

Systems of accountability are on the rise but in unequal application. NIST's AI Risk 

Management Framework (AI RMF 1.0) sets reflective, lifecycle-focused governance 

guidance (Tabassi, 2023). 

 Adoption is disparate across government institutions and domains, and practice is 

embryonic (Dotan et al., 2024) 

Sociotechnical misalignment threatens legitimacy. Technical abstraction of solutions like 

fairness measures can get divorced from actual-world conditions and equity issues 

especially for minority communities unless AI policy is embedded within wider 

sociotechnical design (Selbst et al., 2019). 

Public trust is founded on ethical openness. Recent policy reactions like OMB's executive 

order demanding transparency and risk analysis for federal AI use acknowledge the 

demand for open government (Reuters, 2024). 
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Conclusion 

But public trust really depends on watching AI systems with thorough, comprehensive 

monitoring. Algorithmic governance can strengthen policy design and effectiveness in 

U.S. public administration but is offset by risks to policy legitimacy, equity, and 

transparency. The dominance of AI in the public machinery calls for governance that is 

technical in nature but also deeply institutional, democratic, and context-sensitive. 

Although reports such as NIST's AI RMF and executive orders are significant measures, 

they remain unevenly implemented and too frequently unenforceable. Technical 

transparency can never correct sociotechnical injustices alone; strong institutional 

monitoring and public participation must be added on top.  

 

 

Recommendations 

Institutionalize Mechanisms of AI Oversight. Institute empowered oversight boards in 

agencies to make independent, lifecycle assessments of AI systems, rather than empty 

human-in-the-loop processes (Green, 2021). 

Mandate NIST AI RMF Adoption. Mandate government agencies to implement NIST's risk 

management framework for AI deployment procedures, with ongoing reporting and 

revision (Tabassi, 2023; Dotan et al., 2024). 

Implement Sociotechnical Models of Accountability. Design decision-making frameworks 

with consideration for contextual fairness utilizing principled systems exceeding the 

algorithmic fairness requirements (Selbst et al., 2019). 

Strengthen Legislative Transparency and Enforcement. Translate executive regulation 

into enforceable law e.g., requiring risk assessments, documentation, and citizen redress 

mechanisms for AI-influenced decisions.  

Facilitate Public Engagement. Provide for affected communities to explore, contest, and 

shape algorithmic systems impacting them raising legitimacy through participatory 

governance. 
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